
Generalized Multiple Description Coding through Unequal LossProtectionAlexander E. Mohr1 Eve A. Riskin2 Richard E. Ladner1Computer Science and Engineering1University of WashingtonSeattle, WA 98195-2350famohr,ladnerg@cs.washington.edu Electrical Engineering2University of WashingtonSeattle, WA 98195-2500riskin@isdl.ee.washington.eduAbstractIn this paper we present an approach to the gener-alized Multiple Description problem that is fundamen-tally di�erent from previously published algorithms. Ourapproach uses explicit channel coding in the form ofUnequal Loss Protection to obtain a solution that in-corporates many important properties: it can be usedwith any progressive source coder; it generates a bal-anced encoding with information equally dispersed amongthe descriptions; it adds a quanti�able amount of re-dundancy; it adapts that amount of redundancy to ex-pected channel conditions; and it can optimize for dif-ferent distortion measures. These properties allow thesystem to gradually improve image quality as the num-ber of received descriptions increases. We compare oursystem to previously published results and show thatforward error correction in Multiple Description cod-ing can surpass them by a signi�cant margin.1. IntroductionIn generalized Multiple Description (MD) coding [1],N descriptions of a source are transmitted to a re-ceiver, but potentially less than N are received. Thissituation commonly occurs in transmissions over theInternet, where network congestion causes packet loss.The goal is to maximize the quality of the reconstruc-tion given a set of received packets and the descriptionsthey contain. Other MD{related papers include [2, 3,4, 5, 6, 7]. However, many of these works do not con-sider the potential of forward error correction (FEC).A notable exception is the work of Puri, Ramchan-dran, and Kozintsev [8].We use systematic Reed-Solomon (RS) codes togenerate FEC. These codes are very e�ective at recov-ering erased symbols when the locations of the erasedThis work was supported by U. S. Army Research O�ceGrant DAAH004-96-1-0255.

symbols are known. In the MD framework, a de-scription will arrive perfectly intact or not be receivedat all, so we can consider RS codes that are opti-mized only for recovering erased symbols [9] and ig-nore their error-correcting capabilities. These maxi-mum distance separable block codes are denoted bya pair (N; k), where N is the block length and k isthe number of source symbols. When the code is sys-tematic, the �rst k of the N encoded symbols are thesource symbols, and the remaining N � k symbols areredundancy. They have the property that an (N; k)code can exactly recover the k source symbols fromany size k subset of the N total symbols. This recov-ery is possible by treating the source symbols as thecoe�cients of a polynomial in a Galois �eld and evalu-ating it at a number of additional points, thus creatingredundant data.2. Unequal Loss ProtectionUnequal Loss Protection [10, 11] (ULP) is a systemthat combines a progressive source coder with a cas-cade of RS codes to generate an encoding that is pro-gressive in the number of descriptions received, regard-less of their identity or order of arrival. ULP was in-spired by the work on Priority Encoding Transmis-sion [12] that protects video data against packet loss.Here, we present a brief overview of the use of ULPfor MD coding (MD-ULP).Assuming that each of the N descriptions is ofequal length, we form a coding block Bi by takingthe ith byte from each of the descriptions, for a totalnumber of coding blocks equal to the length of eachdescription. As an example, in Figure 1, coding blockB2 is circled. Each block is an independent (N; k) RScode, with N �xed to be the number of descriptions.For each block Bi, we determine a value for k, whichwe call ki. The ki's in the �gure are 3, 4, 4, 5, 5, 5,
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Figure 1: Each of N columns is one description, whileeach of the rows is an independent Reed-Solomon codeblock. The �rst 32 bytes of source coder output (num-bers 1-32) and ten bytes of FEC (F) are shown.and 6; the number of redundancy bytes for each codeblock is conversely 3, 2, 2, 1, 1, 1, and 0. If three de-scriptions are received, only block B1 can be decoded.If four descriptions are received, blocks B1 to B3 canbe decoded; if �ve descriptions are received, blocks B1to B6 can be decoded; and if all six descriptions arereceived, blocks B1 to B7 can be decoded.In Figure 2, we show which parts of the data streamcan be recovered when two descriptions are lost andfour are received correctly. In this case, the �rst threecoding blocks can be recovered since they use an RScode with a k of four or less. Bytes 1{11 of the sourcecoder output are guaranteed to be recovered. 1We use the fact that a progressive source coderproduces an output in which information important toimage quality is emitted �rst, followed by successivelyless important information. If the output of the sourcecoder is used �rst to �ll block B1, then block B2, andso on, the important information will be in blocks withsmall i and small ki (heavily protected), while lessimportant information will be in blocks with large iand large ki (lightly protected). Note how the �rst32 bytes of the source coder output �ll the blocks inFigure 1, and how the pre�x of the output increases asmore descriptions are received. In this paper, we usethe progressive SPIHT [13] algorithm with arithmetic1We note that byte 12 could also be recovered when system-atic RS codes are used, but this e�ect is negligible so we do notconsider it in the remainder of this paper.
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Figure 2: An example of the data recovery process inUnequal Loss Protection.coding to compress the data and the ULP assignmentalgorithm of [10] to determine a value of ki for each i.3. Multiple Description CharacteristicsAn encoding generated by the methodology that wehave presented has a number of characteristics thatare well suited to the generalized MD problem. Weconsider each in turn.� E�cient Source Coding. MD-ULP uses un-modi�ed SPIHT with arithmetic coding to com-press the image data, so we su�er no penaltiesfor using ine�cient coding techniques.� Source Coder Upgradability. Because MD-ULP can use any progressive source coder, theSPIHT algorithm that we currently use can be



replaced by more e�cient algorithms as they aredeveloped.� Balanced Multiple Description Coding.Each description is just as important to the �-nal image quality as any other, resulting in de-terministic image quality that is a�ected onlyby the number of descriptions that are received.MD-ULP is the �rst system to make this guar-antee.� Quanti�able Overhead. The additional re-dundancy is distinct from the source data, so thecost of having a robust encoding can be quanti-�ed.� Channel{OptimizedRedundancy. The ULPassignment algorithm can optimize the expectedPSNR for a given set of expected channel condi-tions. Those conditions are speci�ed by a prob-ability mass function (p.m.f.), so MD-ULP ac-comodates any loss model that can be expressedas a p.m.f. This could be a uniform loss model,a complex mathematical model, or even an esti-mate derived from measurements of a real chan-nel.� Distortion Measures. The channel optimiza-tion will work for any distortion measure forwhich the source coder is progressive, so meansquared-error, PSNR, and perceptually weightedmeasures can all be used.� Simplicity and Modularity. The design ofMD-ULP is simple, with a modular division oftasks: the source coder can be designed withoutconsidering bit errors or channel losses and theoptimization for an p.m.f. of channel conditionsis independent of that p.m.f. is obtained.4. ResultsAs one reference against which to compare MD-ULP,we selected unprotected SPIHT, in which the outputof the SPIHT coder �lls the �rst packet, then the sec-ond packet, etc. Note, however, that the PSNR atthe receiver will uctuate widely: when one channelfails, the intact pre�x varies from zero to nine descrip-tions. Ignoring this variance, we derive the expectedPSNR results for unprotected SPIHT from the prob-abilities of receiving pre�xes of various length, assum-ing a uniform chance of channel failure and treating azero-length pre�x as a gray �eld.
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Figure 3: Demonstration of the performance of MD-ULP with 20%, 33%, and 67% of 1.25 bpp totalrate used for redundancy, compared with unprotectedSPIHT also at 1.25 bpp.We present the results of MD-ULP in Figure 3,with 20%, 33%, and 67% of the total bit rate usedfor redundant data. As expected, when all 10 descrip-tions are received, unprotected SPIHT performs best,but when fewer descriptions are received, the systemswith more redundancy perform better. The choiceof coding parameters would thus depend on expectedchannel conditions. For these results, we use only de-terministic decoding for our algorithm. That is, weonly recover the data if the RS code is successful atdecoding a block, so there is no variation in the PSNRof the received image. It is also possible to use thesystematic part of blocks that fail decoding by usingthe received pre�x to increase the expected PSNR, aswe do with unprotected SPIHT. These additional databytes would slightly improve our results, but their ef-fect is small.In Figure 4, we compare our algorithm with one ofthe �rst implementations of a generalized MD coder:the frame expansion system of Goyal, et al. [1]. Eachof the three curves is about 1.25 bpp total rate, ofwhich 20% is redundancy. The MD-ULP curve hasno error bars because the reconstruction quality is de-terministic. When all 10 descriptions are received, thedi�erence in PSNR between SPIHT and JPEG is quitelarge, so much of the di�erence between the two sys-tems is due to the choice of source coding algorithms.When a frame expansion system uses a more advancedsource coder, we expect the two approaches to havemore similar performance.
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Figure 4: Demonstration of the performance of MD-ULP with the work of Goyal et al [1] for JPEG pro-tected by standard FEC and their frame expansionMD method. All are for 8 descriptions at about 1.25bpp total rate, of which 20% is redundancy.Finally, in Figure 5, we compare our approach tothe polyphase transform and selective quantization re-sults of Jiang and Ortega [6], who also use the SPIHTalgorithm. Each curve represents 16 descriptions at0.5 bpp total rate, of which 20% is redundancy. Onceagain, MD-ULP system performs signi�cantly betterand has no variability.5. ConclusionWe have presented results for the �rst application ofexplicit channel coding to the generalized MD prob-lem. MD-ULP incorporates many important prop-erties: it can be used with any progressive sourcecoder; it generates a balanced encoding with informa-tion equally dispersed among the descriptions; it addsa quanti�able amount of redundancy; it adapts thatamount of redundancy to expected channel conditions;and it can optimize for di�erent distortion measures.These properties allow the system to gracefully im-prove image quality as the number of received descrip-tions increases. We compare our system to previouslypublished results and show that MD-ULP surpassesthem by a signi�cant margin.MD-ULP provides a good baseline performance com-parison for future MD algorithms that perform jointsource-channel coding. Furthermore, the insights thatresult from a study of this system can be exploited
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Figure 5: Comparison of the performance of MD-ULPwith the work of Jiang and Ortega [6]. Both resultsare for 16 descriptions at 0.5 bpp total rate, of which20% is redundancy.when creating a more traditional MD system. Indeed,many of these concepts were used to create a gener-alized MD system with competitive performance thatadds redundancy during the compression process [14].More information, related papers, and demonstrationprograms are available athttp://isdl.ee.washington.edu/dcl/amohr/ulp/.6. AcknowledgementsThe authors would like to thank Professor WilliamPearlman for the SPIHT source code and Vivek Goyaland Wenqing Jiang for providing performance results.AppendixIn the Appendix, we explore some other characteris-tics of our approach that contribute to its performanceand indicate features that would be useful in designinga standard joint source-channel coder.Arithmetic coding results in approximately an 8%reduction in SPIHT coding rate compared to SPIHTwithout arithmetic coding near 1 bpp. If we use thatimproved e�ciency to add 8% FEC to the arithmeticcoded sequence, it could su�er up to 8% packet losswith no degradation in image quality. Clearly, main-taining source coder e�ciency in a joint source-channelcoding system is crucial for it to achieve good perfor-mance.



Also, our proposed system applies FEC after arith-metic coding so that the arithmetic coder can take ad-vantage of global context when compressing the data.If a system robust to channel failure were used with-out explicit channel coding, its arithmetic coder wouldbe limited to working only on the data within eachdescription. That constraint is likely to result in de-creased performance of the arithmetic coder.In addition, an MD system combining an (N; k)RS code with a state-of-the-art source coder is in somesense optimal: no other system can exceed its perfor-mance when exactly k of N descriptions are received.(Informal proof: If another MD system could yieldbetter performance when some size-k subset S of theN descriptions is received, then that subset S wouldcomprise a better source coder than the one used inthe RS{based system. We could then replace the state-of-the-art source coder with the one that generated Sand match its performance when exactly k descrip-tions are received.) Of course, this proof indicatesnothing about performance when the number of de-scriptions received is other than k, and it is this factthat we suspect will allow joint source-channel coderswith comparable performance.7. References[1] V. K. Goyal, J. Kova�cevi�c, R. Arean, and M. Vet-terli, \Multiple description transform coding ofimages," in Proceedings of ICIP, vol. 1, pp. 674{678, Oct. 1998.[2] V. A. Vaishampayan, \Design of multiple descrip-tion scalar quantizers," IEEE Transactions onInformation Theory, vol. 39, pp. 821{834, May1993.[3] M. T. Orchard, Y. Wang, V. Vaishampayan,and A. R. Reibman, \Redundancy rate-distortionanalysis of multiple description coding using pair-wise correlating transforms," in Proceedings ofICIP, vol. 1, pp. 608{611, Oct. 1997.[4] S. D. Servetto, K. Ramchandran, V. Vaisham-payan, and K. Nahrstedt, \Multiple-descriptionwavelet based image coding," in Proceedings ofICIP, vol. 1, pp. 659{663, Oct. 1998.[5] M. Fleming and M. E�ros, \Generalized multipledescription vector quantization," in ProceedingsData Compression Conference, pp. 3{13, March1999.
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